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by KATE SPENCER ’20

In an effort to further understand 
the long-term development of 
memory and memory impairment 
diseases, researchers at the Uni-
versity of Queensland in Australia 
recently used honeybees to uncov-
er the impact of DNA methylation. 
By examining the presence and 
significance of DNA methylation, 
the study found that this particu-
lar epigenetic process does in fact 
affect the way a honeybee’s brain 
remembers and relearns.

The study, conducted by Dr. 
Stephanie Biergans, depicted 
that certain molecular mech-
anisms that regulate memory 
specification and relearning could 
have a significant impact on the 
ways experiences are integrated 
into long-term memory. Biergans 
states, “There is thought to be a 
genetic predisposition for some 
conditions, such as Alzheimer’s 
and dementia, but in many cases 
environmental factors determine 
whether the disease will mani-
fest.” The researchers aim to use 
honeybees in order to discover 
more about molecular and envi-

ronmental changes that lead to 
memory impairment diseases. 

Although honeybees may ap-
pear to be a questionable parallel 
to Alzheimer’s patients, they are 
valid models for helping research-
ers discover more behind the dis-
ease’s cause. “Honeybees have 
an amazing capacity to learn and 
remember,” says Biergans. “They 
can count up to four, and orientate 
themselves by learning patterns 
and landmarks. They are also so-
cial insects that interact, teach, 
and learn, making them successful 
foragers. Bees remember how to 
find a food source, how good the 
source was, and how to return to 
the hive.” Because they can form 
complex memories like humans 
but have a simple brain 
structure, honeybees 
have become a prime 
model for researching the 
formulation of long term 
memories. 

Researchers in the past 
have established that Alzheimer’s 
disease and memory formation 
are partly controlled by molecular 
changes in the brain’s chemistry. 
As the DNA makeup is altered, 

physical changes may occur, in-
cluding differing or new neutral ac-
tivity and connections. Epigenetic 
mechanisms, which are a series of 
molecular changes that can occur 
due to experience or environmental 
changes, are known to affect mem-
ory formation in humans. They reg-
ulate gene expression through DNA 
modification without changing the 
individual gene. The Australian re-
search team wanted to determine 
if DNA methylation, an epigenetic 
process, had an impact on how 
honeybees learn and relearn data. 
Based on what is needed, methyl-
ation can make a certain gene stay 
active or inactive. Biergans added, 
“We knew that DNA methylation is 
an epigenetic process that occurs 

in the brain and is related to 
memory formation. When 

we block this process in hon-
eybees, it affects how they re-
member.”

The experiment involved 
two separate groups of honey-

bees, both of which were taught 
to expect sugar in the presence of 
a particular scent. The first group 
learned over an extended peri-
od of time; however, the second 
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group was only exposed to the scent once. As 
explained by the research team, they taught the 
bees, “to associate an odor with a sugar reward, 
similar to the olfactory learning taking place when 
a bee collects nectar from a flower during for-
aging.” Then they blocked DNA methylation in a 
few bees in each group using an inhibitor com-
pound. After evaluating both groups with and 
without DNA methylation, the scientists changed 
the smell and repeated the process in order to 
find stable and ongoing conclusions.

The University of Queensland’s researchers 
ultimately found that DNA methylation plays a 
significant role in defining how a bee can relearn. 
“When the bees were presented with sugar and 
a smell many times together, the presence of 
DNA methylation increased memory specificity – 
they were less responsive to a novel odor,” sum-
marizes Biergans. “On the other hand, when only 
introduced to the combination once, DNA meth-
ylation decreased specificity.” The results reflect 
how a honeybee gets and chooses its source of 
nourishment; when a flower continuously proves 
to be a proficient source of food, the bees will 
search for that specific smell. Bees that were not 
able to methylate were not able to form memo-
ries that were as strong or specified as the bees 
that did methylate. 

Through this process, the scientists have dis-
covered information that may allow them to pro-
vide treatments for brain diseases in the future. 
The simple mind of a honeybee has proven to be 
an accurate and helpful model in understanding 
the processes behind long-term memory for-
mation. Linking the physical changes in neural 
connections to human brains could uncover 
the mystery behind conditions like dementia 

and Alzheimer’s. Future research is expected to 
build off of Biergans’ study.

Researchers are hopeful to expand the 
scientists’ findings. Biergans states, “By un-
derstanding how changes to the epi-genome 
accumulate, manifest, and influence brain 
function, we may, in the future, be able to de-
velop treatments for brain diseases that also 
develop over a lifetime.” •

BIBLIOGRAPHY
1. Glowatz E. Honeybee Brains Give Clue for Alzheimer’s Cure. 

Medical Daily. 2016 Dec 9 [accessed 2017 Feb 13]. http://www.
medicaldaily.com/alzheimers-cure-honeybee-brains-and-mem-
ories-give-clue-dementia-treatment-406124 

2. Honeybee memories: Another piece of the Alzheimer’s puzzle? 
ScienceDaily. [accessed 2017 Feb 17]. https://www.sciencedai-
ly.com/releases/2016/12/161208125919.htm 

Science | 2SciTECH •  Vol 1 Issue 2

Bee brains could give scientists clues about how humans 
create memories—and how to stop dementia and Alzheimer’s. 

REUTERS.
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by SKYLAR HANSEN-RAJ ’20

When two paleontologists work-
ing at the University of Washington 
cut into the fossilized jaw of a gor-
gonopsian, they got more than what 
they bargained for: a benign tumor 
composed of small toothlets. As 
they reported in a letter published on 
December 8th, 2016 in the Journal 
of the American Medical Association 
Oncology, the team discovered sev-
eral tooth-like structures embedded 
in the fossil’s jaw. This is evidence for 
compound odontoma, a common 
tumor in mammals today. But this 
creature existed almost 255 million 
years ago—before mammals were 
even around. “We think this is by 
far the oldest known instance of a 
compound odontoma,” said senior 
author Christian Sidor, a professor 
of biology and curator of vertebrate 
paleontology at the Burke Museum 
of Natural History and Culture. In-
deed, before this discovery, the old-
est known case of odontoma was 
found in the fossils of mammals from 
the Ice Age. Sidor says that the dis-
covery “would indicate that this is an 
ancient type of tumor.” 

Compound odontoma still exists 

in mammals today. Odontomas are 
characterized by a mass of small 
“toothlets” amalgamated together 
along with dentin and enamel. They 
grow within the gum and other soft 
tissues of the jaw, causing pain and 
swelling. They can also disrupt the 
position of surrounding teeth. Be-
cause these toothlets do not spread 
to other parts of the body, they are 
considered benign. However, doc-
tors today opt to remove them via 
surgery to stop the pain.

Surgery was not an option for 
the creature studied with this tumor. 
The fossil was once a gorgonop-
sian. Gorgonopsians were carniv-
orous, land-based vertebrates that 
lived around 270-250 million years 
ago. Their fossils have been found 
all the way from Russia to Africa. 
Gorgonopsians are part of a larger 
group of animals called synapsids. 
Synapsids are sometimes referred to 
as “mammal-like reptiles” because 
the now-extinct synapsids possess 
some features of mammals. This 
means they are more closely related 
to mammals, such as humans, than 
they are to reptiles. “Most synapsids 
are extinct, and we — that is, mam-
mals — are their only living descen-

dants,” said Meghan Whitney, lead 
author of the experiment. “To un-
derstand when and how our mam-
malian features evolved, we have 
to study fossils of synapsids like the 
gorgonopsians.” Whitney decided to 
study the teeth to see if they were 
similar to teeth in mammals today. 

In order to examine gorgonopsian 
teeth, Whitney cut into the fossilized 
jaw. She states, “Most reptiles alive 
today fuse their teeth directly to the 
jawbone,” said Whitney. “But mam-
mals do not: We use tough, but flexi-
ble, string-like tissues to hold teeth in 
our sockets. And I wanted to know 
if the same was true for gorgonop-
sians.” She, along with Larry Mose, 
an undergraduate student work-
ing with her, decided to cut into the 
jaw. Although a controversial move, 
there was no other way to prove the 
similarities or differences through a 
purely physical examination. Since 
this would damage the fossil, the 
pair used a solitary gorgonopsian 
lower jaw that Sidor had collected in 
southern Tanzania. 

After cutting through the fossil 
for closer examination, Whitney and 
fellow researchers found a benign 
odontoma. Once Mose prepared 

TUMOR IS UNEARTHED 
FROM FOSSILIZED MAMMAL

A zoomed in section of the odontome, each resembling a miniature tooth. Christian Sidor/Megan Whitney
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the thin slices of the gorgonopsian jaw, he and Whitney 
immediately noticed something unusual. Irregular clus-
ters of up to eight tiny, round objects were embedded 
next to the root of the canine. Under the higher mag-
nification of the microscope, the paleontologists could 
distinguish the small objects as toothlets, which even 
harbored distinct layers of enamel and dentin. “At first 
we didn’t know what to make of it,” said Whitney. “But 
after some investigation we realized this gorgonopsian 
had what looks like a textbook compound odontoma.” 
Since the fossil has been dated at 255 million years old, 
this makes it the oldest case of odontoma ever reported, 
and the first case in a non-mammal. The discovery of an 
odontoma in a gorgonopsian indicates that this “mam-
malian condition” has existed well before the first mam-
mals had evolved. “Until now, the earliest known occur-
rence of this tumor was about one million years ago, in 
fossil mammals,” said Judy Skog, program director in 
the National Science Foundation‘s Division of Earth Sci-
ences, which funded the research.  “These researchers 
have found an example in the ancestors of mammals 
that lived 255 million years ago. The discovery suggests 
that the suspected cause of an odontoma isn’t tied sole-
ly to traits in modern species, as had been thought.”

This research proves the oldest occurrence of odon-
toma in a mammal relative, implying that the odontoma 
hasn’t changed much in the past 255 million years. It 
also shows how disease can be studied from the past, 
and helps guide future scientists to study the beginnings 
of tumors and where they may have come from. Pale-
ontology can contribute to medicine by shedding light 
on the history of disease. Sider notes, “This discovery 
demonstrates how the fossil record can tell us a lot about 
our present-day lives—even the diseases or pathologies 
that are part of our mammalian heritage.” •
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Odontoma found in the gorgonopsian’s lower jaw 
The dark area (right) is bone. The backwards “C” shape 
is the canal root. The small circular objects are “tooth-
lets.” Megan Whitney/Christian Sidor/University of Washington.

Partial gorgonsopic lower jaw.
This not the specimen in which the odontoma was 

discovered. Christian Sidor/University of Washington.
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The Genetic Link 
to Personality 
Traits and Mental 
Disorders

by LILY DING ’20

Scientists have already started 
to link distinct personality traits and 
psychiatric disorders to particular re-
gions of the human genome. When 
asked about how this step forward in 
the genome-wide association stud-
ies (GWAS) community will affect his 
work, Dr. Jeff McCrae, a personality 
psychologist at the National Insti-
tute on Aging (NIA), says,”[Genetic 
markers] could provide one more 
objective indicator against which to 
evaluate our instruments.” While dis-
covering actual “personality” genes 
is decades away, identifying regions 
of the genome that are correlated 
with certain personalities is a huge 
step in personality research.

A new meta-analysis of GWAS 
has established six loci, or regions, 
that are connected with several dif-
ferent personality traits and disorders 
such as introversion, neuroticism, 
and agreeableness. Researchers at 
the University of California San Diego 
School of Medicine have found the 
connection between different parts 
of the genome and personalities. 

The goal of this research is to 
discover which genes affect brain 
function that, in turn, affect the way 
different people interact with their 
environment. The complex way that 
these genes interact with one anoth-
er influences various traits all at once 
in subtle ways. This is why progress is 
slow in behavioral genetics research. 

Any one gene likely accounts for 
only a one or two percent variance 
in a specific personality trait. Senior 
author Chi-Hua Chen, PhD, assis-
tant professor in the Department of 
Radiology at UC San Diego School 
of Medicine says, “Although person-
ality traits are heritable, it has been 
difficult to characterize genetic vari-
ants associated with personality until 
recent, large-scale GWAS.”

Even so, more and more re-
searchers are diving into the un-
known and complex fray of be-
havioral genetics, hopeful that they 
will not only be able to identify how 
genes relate to personality, but also 
gain an understanding about what 
makes people tick. Undeterred by 
this seemingly impossible task, the 
researchers at the University of Cali-
fornia San Diego School of Medicine 
have developed a comprehensive 
understanding of personality and 
psychopathology, in addition to the 
fragile balance between genes and 
their effect on one’s personality.

There are five psychological fac-
tors commonly used to measure 
differences in personality. The first 
is extraversion versus introversion, 
which reflects how assertive, talk-
ative, and integrated an individual is. 
The next is neuroticism versus emo-
tional stability, which measures anxi-
ety and depression along with other 
traits of deteriorating mental health. 
Furthermore, agreeableness and an-
tagonism measure the cooperative-
ness and compassion of an individ-
ual. Lastly, how open one is to new 
experiences suggests intellectual cu-
riosity and creativity. In the past, me-
ta-analyses have attributed around 
forty percent of variance in personali-
ties to genetic factors. GWAS, on the 
other hand, have discovered several 

variants associated with the five psy-
chological factors.

In their new paper, Chen and her 
colleagues analyzed genetic varia-
tions among five different personality 
traits and six psychiatric disorders 
using data from 23andMe, a private 
genomics and biotechnology com-
pany, and other genetic companies.

Their results revealed that per-
sonality traits may be genetically 
similar to psychiatric disorders. In 
order to test this, they compared 
every psychological factor between 
personality traits and psychiatric 
disorders. Chen notes, “We found 
genetic correlations between per-
sonality traits and psychiatric disor-
ders, but specific variants underly-
ing the correlations are unknown.” 
Researchers found that extraver-
sion was associated with variants 
in the WSCD2 gene and near the 
PCDH15 gene; neuroticism was 
associated with variants on chro-
mosome 8p23.1 and the L3MBTL2 
gene. There were many genetic 
correlations between extraversion 
and attention deficit hyperactivi-
ty disorder, also known as ADHD. 
There was also a strong connec-
tion between openness and mental 
disorders like schizophrenia and bi-
polar disorder. Neuroticism, on the 
other hand, was genetically linked 
with depression, anxiety, and other 
internalized psychopathologies.

Looking to the future, social psy-
chologist Dr. Ed Diener says, “Under-
standing the genes and their interac-
tions will most certainly also help us 
understand environmental influenc-
es. We will be able to see when the 
environment ‘overrides’ the genes 
and why. And we will be able to see 
how environmental variations inter-
act with genetic variations.” •
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Double, Double, 
Toil and Trouble: 
The Future of Computing 
After Moore’s Law

by HALEY CHANG ’18

Responsible for successfully 
predicting the rate of technological 
revolution in the Information Age, 
Moore’s law is now slowly coming to 
an end. The widely-credited expo-
nential curve has governed the semi-
conductor industry since the 1960s, 
when Gordon Moore, who would 
later become one of the founders of 
Intel Corporation, published a paper 
in 1965 predicting a doubling every 
year in the number of components 
per integrated circuit — and that 
this trend would continue for at least 
another decade. Moore revised the 
forecast in 1975, postulating that 
the rate of doubling will reduce from 
once a year to once every two years.  

In accordance with the revised 
Law, the first crude home computers 
of the 1970s transformed into the 
more sophisticated machines of the 
1980s and 1990s, the computation-
al speed became remarkably faster 
in the 2000s, and the 12.3-millimeter 
(mm) iPhone 3GS in 2009 slimmed 
down to the 7.10-mm iPhone 7 in 
2017. These accomplishments were 
made possible largely because tran-
sistors have the quality of getting 
better as they get smaller. In other 
words, by decreasing the size of a 
transistor, it can be turned on and 
off with less power and at greater 
speeds than a larger one. 

But many speculate that this fast-
paced progress will soon slow to a 
halt. The talk about the demise of 

Moore’s law is not a complete sur-
prise, however; ever since its an-
nouncement, people have always 
been predicting the end of Moore’s 
law, and engineers have always been 
coming up with novel ways to keep 
the pace of progress alive. In fact, In-
tel, which has been the leading mak-
er of microprocessors for decades, 
helped turn this “law” into a self-ful-
filling prediction. Since the 1990s, 
the industry introduced a strategy 
sometimes called More Moore, in 
which they release a research road 
map every two years to coordinate 
what its hundreds of manufacturers 
and suppliers should do to preserve 
the law.  

Until a few years ago, Intel was 
able to consistently reduce the scale 
of the architecture of chip designs 
— but the cycle of “two years” has 
been lengthening. According to a 
2017 Fortune article, it took Intel 
23 months to get their chips from 
65 nanometers (nm) to 45 nm, 27 
months to get from 45 nm to 32 nm, 
28 months to get from 32 nm to 22 
nm, and another 30 months to shrink 
to the 14 nm chip released in Sep-
tember 2014. With more than two 
years already passed since then, In-
tel has yet to release its widely-antic-
ipated 10 nm chip, which they hope 
will dispute some of the concerns 
of the industry that Moore’s Law is 
slowing down. 

In the past, the ease of doubling 
the computing power engendered 
a lack of incentive to experiment 
with other kinds of improvement. 
However, William Holt, who leads 
Intel’s technology and manufac-
turing group, said last year that 
for chips to keep continuing their 
exponential trend of improve-
ment, Intel will soon have to start 

using fundamentally new designs 
and materials to make transistors 
amenable to more shrinkage.  

 Below are some of the candi-
dates for this inevitable change: 

Graphene: Graphene, sin-
gle-atom sheets of carbon, has 
electronically useful properties that 
remain stable under a wide range 
of temperatures like silicon. How-
ever, researchers face a paramount 
challenge in making graphene tran-
sistors a reality; graphene does not 
have a bandgap, a quantum prop-
erty that makes it possible to turn 
a transistor from on to off. The next 
step would be to develop a method 
to open a sizeable and well-defined 
bandgap in graphene. 

Carbon Nanotubes: Unlike 
graphene, carbon nanotubes de-
velop a band gap and, along with 
it, several other semiconducting 
properties. However, carbon nano-
tubes are delicate structures — if a 
nanotube’s diameter or the angle at 
which the carbon atoms are “rolled” 
varies by even a small amount, its 
band gap may vanish, rendering it 
useless as a digital circuit element. 
There is also the practical concern 
of being able to place nanotubes 
— billions of them — into neat rows 
with just a few nanometers apart.  

Quantum Mechanics: One idea 
is to employ quantum mechanics to 
perform calculations much faster 
than any classical computer could 
ever do. By exploiting the quantum 
effects of superposition and entan-
glement, electronics harnessing the 
power of quantum mechanics may 
be quadratically or polynomially 
faster. D-Wave, a popular quantum 
annealer, and universal gate quan-
tum computing are both frequently 
in quantum computing.  •
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The “P-versus-NP” 
Problem:
Where Are We Going, 
Where Have We Been?
Part 1 of 2: A Beginner’s Guide

by JESSICA SHI ’17

The computer science nerds of the 
world may be able to derive a fair amount 
of enjoyment from a website called “The 
P-versus-NP Page,” a mind-numbingly 
long list of papers — whose publication 
dates range from the late 1980s to just a 
few months ago — detailing attempted 
advancements and solutions to the titular 
problem. Of these 116 entries, exactly one 
has been broadly verified and accepted 
by experts in the research community: it 
shows, as the website describes, “that a 
certain approach to settling this question 
will never work out.” 

In fact, the P vs. NP problem is so dif-
ficult that the Clay Mathematics Institute 
named it one of seven “Millennium Prize 
Problems,” each of which has a one million 
dollar monetary award attached for the first 
submission of a complete and correct solu-
tion. But before readers who have yet to 
hear of this problem walk away, let us first 
try and understand the dilemma at hand: 
what is “P,” what is “NP,” and why does 
anyone want to compare them? 

Although it was not posed in its current 
form until 1971, the P-versus-NP problem 
has origins in letters from John Nash to the 
National Security Agency and from Kurt 
Gödel to John von Neumann two decades 
prior. There are many equivalent ways to 
consider the question, but to put it simply: 
there are P problems, which can be easily 
solved by computers, and NP problems, 
which cannot be easily solved but can be 
easily verified once a solution is present-
ed. (If you have a hard time conceptualiz-

ing how this can be, consider this analo-
gy, published in MIT Technology Review. 
“Imagine a jigsaw puzzle: finding the right 
arrangement of pieces is difficult, but you 
can tell when the puzzle is finished correctly 
just by looking at it.”)

All P problems are NP problems, but 
the question lies in whether these problem 
types are equal. That is, all easily solvable 
problems are definitely easily verifiable, but 
are all easily verifiable problems also easily 
solvable? As of now, mathematicians and 
computer scientists believe the answer 
is probably no (which would mean that P 
does not equal NP), but no one has been 
able to conclusively prove this to be true 
— or false.  

Of course, a natural question may arise: 
what is defined as “easily” solvable? P actu-
ally stands for “polynomial time,” and con-
versely, NP stands for “nondeterministic 
polynomial time.” The notion of polynomial 
time helps us define which problems are 
easy and which are not — P problems can 
be solved with an algorithm that has execu-
tion time proportional to Nk for some non-
negative integer k, where N describes the 
input size. NP problems cannot. The differ-
ence? Non-polynomial time algorithms can 
take a really, really, really long time. In fact, 
a lot appear to require brute-force methods 
— try every solution until you find one that 
works. (As a comparison, an algorithm with 
execution time proportional to N3 with N = 
100 will take three hours; an algorithm with 
execution time proportional to 2N with N = 
100 will take 300 quintillion years.)

If, as many believe, P does not equal NP 
and this were proved to be the case, the 
revelation might not change much, since 
most things already operate under this as-
sumption. However, if it were somehow to 
be shown that P equals NP, it would mean 
that many problems that are seemingly very 
difficult must also have some shortcut. This 
result would make the current progress in 
fields like cryptography invalid in some re-

spects, but to greater magnitudes, it would 
also open up enormous possibilities: trans-
portation could be scheduled more time- 
and cost-efficiently; manufacturers could 
improve their production rates and quality; 
learning-based tasks like visual recognition 
and language comprehension could be 
solved with little to no effort. 

 But of course, as MIT complexity 
researcher Scott Aaronson warns, don’t 
get your hopes up. “There are good rea-
sons why very few people believe that P 
equals NP,” he says. “If it did, we’d be living 
in a fundamentally different universe, and 
we’d probably have noticed by now.” •

Next term, we will go in-depth into spe-
cific methods used to attempt P vs. NP 
proofs and the implications of what has 

been learned so far.   
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THE LOGIC OF LANGUAGE 
How Computational Linguistics is 

Changing AI, the Written Word, 
and the World Itself

by ZEV NICOLAI-SCANIO ’18

Written language has been 
central to computer science 
since the beginning of the disci-
pline, even before computers, 
at least in their modern form, 
physically existed. In 1950, 
Alan Turing —  the legendary 
inventor of Bletchley Park’s 
“Bombe” codebreaker and the 
philosopher behind the “Tur-
ing machine,” a central idea of 
automata theory — formulat-
ed one of the most important 
challenges of the nascent field 

of artificial intelligence (AI).  It 
would come to be known as 
the “Turing test.” The premise 
of the challenge was simple: 
could a computer running an 
AI algorithm engage in a text-
based conversation with a 
human being and be indistin-
guishable from another human 
participant over the course of 
the conversation? 

The pursuit of this chal-
lenge expanded to become 
its own subfield of AI, Natural 
Language Processing (NLP). 
As human-computer interac-

tions became more and more 
common in everyday life, the 
pressure for advancements in 
the field of Natural Language 
Processing rose. For exam-
ple, search engines needed 
to process the text queries of 
their users; automated transla-
tion services needed semantic, 
structural, and grammatical un-
derstanding of language; and 
software companies entered 
the race to produce ever more 
intricate virtual assistants for 
their users. What had started 
as an academic challenge be-
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came the center of a multibillion dol-
lar industry. 

The industry’s AI experts were 
ready to tackle the problem. The 
algorithmic toolkit of AI had ad-
vanced tremendously since the 
days of Turing, and new tech-
niques of machine learning had 
revolutionized image processing. 
The most famous of these budding 
algorithmic families, artificial neural 
networks, were hyped as a pana-
cea for AI woes. Yet advancements 
in NLP remained elusive. 

The sticking point was the data 
representation of language. The 
building blocks of images, namely 
pixels, are ideally suited for process-
ing with artificial neural networks, as 
well as the techniques of machine 
learning in general. However, the 
building blocks of language, namely 
letters, are not as accommodating. 

Think of it this way. If I were to chop 
a photograph into sets of pixels, it 
would be easy to identify the features 
on these sets — edges, lines, colors, 
squiggles — and then, by making a 
map of these features and their loca-
tions, one can produce an outline of 
the image. Now imagine if I broke The 
Great Gatsby into sets of letters and 
gave those to you. What could you 
“sketch” about the book? Not much. 
Language is abstract and sequen-
tial. In contrast to pixels, letters are 
not a data format but rather a human 
construct, and thus the “information” 
represented by different letters in dif-
ferent scenarios varies based on the 
etymology of the given language. In 
addition, because language is se-
quential, information stored in a given 
set of letters is dependent on the set 
before and, sometimes, the set after 
the target set1.  
1. These problems exist in character based languages 

Methods of computational lin-
guistics offer a new way to approach 
the problem of the data representa-
tion of language. The most promis-
ing is a technique known as “word 
vectorization” or “word embed-
dings.” The goal of this technique 
is to produce a novel data repre-
sentation of language called “word 
vectors.” Word vectors on a funda-
mental level are just like any vector 
in that they are composed of a set 
of components with one compo-
nent value for each axis (also known 
as a basis vector). The trick behind 
word vectors is the vector space 
used. Instead of the familiar (x, y, 
z) coordinate system, word vectors 
reside in spaces of a hundred, or 
often a thousand, dimensions. This 
higher dimensional space acts to 
store the word’s meaning in a man-
ner very similar to that of a human 
reader. Each of the hundreds upon 
hundreds of basis vectors can be 
thought of as representing a certain 
concept. These can be as simple as 

where words are the building blocks as well, just to a 
lesser extent.

“singular” and “plural” or as abstract 
as “idyllic” and “royal.”2 

Vectors not only provide a ma-
chine friendly way to represent 
language, which has applications 
across the field of NLP, but also hold 
two other interesting properties as 
well. The first is that they allow for a 
sort of “word algebra.” This means 
that the vector sums and differences 
of different words reflect their rela-
tionships in language: “cats” minus 
“cat” is equal to “dogs” minus “dog” 
is equal to the plural of a noun mi-
nus the singular of a noun in general. 
Computational linguists soon discov-
ered other patterns similar to these. 
For example, computational results 
of a capital city minus the name of 
its country were consistently equal.  
One famous word vector equation 
that made headlines in the computa-
tional linguistics community was that 
“king” minus “man” plus “woman” 

2. All that is algorithmically required is that the basis 
vectors are mutually orthogonal. Therefore, each of the 
basis vectors does not necessarily correspond to what 
a human would consider a concept. What is important 
is that all this higher level conceptual information of lan-
guage is successfully represented in the vector.

A 3-dimensional representation of internal network data at Google
(a) A visualization of the word vectors of a few sentences. (b) A close-up view of just one 
sentence. (c) The word vectors for the same sentence in English, Korean, and Japanese 
all plotted simultaneously. The fact that similar words are grouped spatially across all three 
languages is a demonstration of the properties of word vectors that allow for their use in 
translation. Google.
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equaled “queen”. Another interesting 
property of word vectorization is that 
since the word vectors encode the 
meaning of the words at an abstract 
level, they are independent of the 
language of the given words.  This 
means that by looking at the word 
vectors of words in one language 
and finding the words from another 
language with the most similar word 
vectors, one can create an efficient 
method for translation. In fact, Goo-
gle recently updated Google Trans-
late to use a new word vector based 
algorithm. 

In addition to the elegant logical 
and mathematical appeal of word 
vectors, using them at scale is rea-
sonable. Efficient algorithms exist 
to quickly compute the vector rep-
resentations for large numbers of 
words in a language using only a 
reasonably sized database of text 
sources. While the two main algo-
rithms (CBOW and Skip-gram) dif-
fer in the details of the implementa-
tion, the central methodology is the 
same: use an artificial neural network 
to learn the vector representation 
of a given word based on the other 
words surrounding it and for all of its 
occurrences in the text database.

Another place where computa-
tional linguistics is making a differ-

ence in NLP is an area known as 
“sentence compression”.  The goal 
of sentence compression is to ex-
tract the pertinent information from a 
block of text. The interest in sentence 
compression stems from the neces-
sity of this skill in allowing computers 
to answer questions in a manner sim-
ilar to humans. Google is one of the 
leaders in the research of sentence 
compression techniques. For read-
ers who are frequent Googlers, you 
might have noticed that the search 
engine now directly answers many 
questions in addition to returning 
search results. For example, “What is 
the flying speed of an unladen swal-
low?” returns “31 – 40 mph” and the 
question “Who is Batman?” returns 
“Batman is a superhero co-created 
by artist Bob Kane and writer Bill Fin-
ger and published by DC Comics…” 
This new feature is made possible 
by deep neural networks, one of the 
most powerful algorithms of modern 
AI. Yet deep neural networks, like all 
forms of machine learning, are only 
as good as their training procedure. 

David Orr, a Product Manager at 
Google, has a team of computational 
linguists who built an optimal training 
procedure. First, they decided that 
the training would include two types 
of data, referred to as “silver” and 
“gold”. The “silver” category consists 
of data that is readily available. Orr 
and his colleagues decided to use 
news articles and their correspond-
ing headlines as the “silver” set of 
training data. The reasoning was that 
headlines concisely summarize news 

stories and therefore would provide 
the deep neural network with train-
ing examples of sentence compres-
sion. The “gold” set of training data 
was custom-made by the Google’s 
Pygmalion team, a group of compu-
tational linguists employed expressly 
for this purpose. The Pygmalion team 
selected choice snippets of text and 
then manually entered what the sen-
tence compression result should be, 
thus providing the input output pairs 
needed for training the deep neural 
network. But what made this “gold” 
data special was that the Pygmalion 
team also included the grammatical 
function of each word in the text. This 
added layer of information improved 
the learning process and results. 

Just as Ovid’s character, Pygma-
lion, who through the power of the 
gods brought to life the elegant ivory 
form of his greatest statue, compu-
tational linguists around the world, 
through the power of computer sci-
ence, are bringing to life the inner 
logical form of human language. •
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by ALYSSA SHIN ’18

Most people, when they think of 
cancer, shudder at the thought of 
the harrowing chemotherapy and 
radiation therapy that many can-
cer patients have to endure. 

Chemotherapy and radiation 
therapy are notoriously taxing 
on the body because they are 
non-specific on the cellular lev-
el. This means that they kill can-
cer cells but also normal, healthy 
cells. Cancer cells divide rapidly 
and often metastasize, spreading 
from a localized area throughout 
the body. Chemotherapy uses this 
characteristic of cancer cells and 
targets rapidly dividing cells. This 
method of treatment also destroys 
healthy cells that replicate quickly, 
such as hair cells or liver cells. As 
a result, patients often experience 
side affects such as diarrhea, hair 
loss, or nausea. 

Radiation therapy, on the oth-
er hand, targets localized tumors. 
However, it also kills normal cells 
in the surrounding area. Thus, 
while chemotherapy and radia-
tion therapy both wipe out can-
cer cells and tumors, they often 
greatly harm the patient in the pro-

cess. So, how can we target can-
cer cells specifically while leaving 
healthy cells intact?

Nanoparticles may provide the 
answer to this question. Nanopar-
ticles can be made of organic 
molecules or even metal; they 
are also highly versatile and 
manipulable structures. 

First, because they 
are so small, they can 
be injected into the 
bloodstream with 
minimal invasive-
ness. Second, their 
shapes and surfac-
es can be engineered 
to find cancer cells. For 
example, if a specific type 
of cancer cell was found to 
overexpress a certain receptor, 
the nanoparticle created to target 
those cancer cells would be creat-
ed with the corresponding ligand, 
or the partner binding structure, to 
allow it to bind to the receptors on 
the cancer cell surface and thus 
find the cancer cells. 

Therefore, unlike chemotherapy 
and radiation therapy, nanopar-
ticles can identify and selective-
ly eliminate cancer cells. Third, 
nanoparticles can carry altered 

genes, which act as delivery vehi-
cles, depositing them at the target 
cell or target site. This means that 
scientists can change the genetic 
makeup of the cell, allowing scien-
tists to produce virtually any phe-

notype as long as they 
can create the de-

sired sequence 
of genes. 

W h i l e 
nanopar t i-
cles could 
resolve all 
of the side 

effects as-
sociated with 

chemothera-
py and radiation 

therapy, we must be 
careful in utilizing this tech-

nology. Before nanoparticles are 
implemented in clinical use, exten-
sive testing must be carried out to 
ensure the safety of the patients. 

In addition, when using 
nanoparticles, specifically for 
gene therapy, we must make sure 
that the nanoparticles do truly 
target cancer cells specifically in 
order to prevent wrong delivery, 
which could lead to disastrous 
mutations. •
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NANOPARTICLES: CANCER 
TREATMENT OF THE FUTURE
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A Peak into 
Drone Navigation 
and Obstacle 
Avoidance

by WILLIAM WU ’20

Drones, or unmanned aerial ve-
hicles, have experienced a high de-
gree of popularity in recent years for 
research, aerial filming, and racing 
Many researches have improved 
quadcopters over the years so that 
drones can be piloted more easily. 
Major goals in drone research in-
clude navigation and obstacle avoid-
ance. The article aims to demystify 
the existing technologies behind 
navigation and obstacle avoidance 
of drones on the market, and pro-
vide some knowledge in order to 
better understand the current state 
of drone research.

Current research has focused on 
quadcopters, or “quads”. Although 
they can be built inexpensively, quads 
are not only effective machines but 
are also extremely versatile, lending 
themselves to several different fields, 
such as aerial filming. With only four 
motors, quads can effectively roll, 
pitch, and yaw. The most notable 
producer in the civilian quadcopter 
market is DJI. Founded in 2010, DJI 
uses rigorous testing and research 
in order to create the most efficient 
drones. 

Since the first generation of Phan-
tom, DJI’s flagship drone brand, the 
quads have utilized automatic GPS. 
Automatic navigation takes over un-
der when the drone is either out of 
range from the controller or when the 
“return to base” command is given. 

Under both circumstances, the drone 
will mark the last recorded location 
of controller as its destination, navi-
gate to that location, and land under 
the guidance of GPS. Though this 
method is the most prevalent and 
longstanding, it comes with a number 
of disadvantages. The primary draw-
back is that outdoor environments 
come with obstacles that are difficult 
to predict, and these variables in the 
environment, like trees and telephone 
poles, may cause the drone to crash. 
DJI has taken this into their account 
when designing new drones. Starting 
with Phantom 4 series, DJI released a 
powerful new feature: obstacle avoid-
ance. This function dramatically de-
creases the possibility of drone crash-
es through using sensors on board, 
and the drone uses these to sense 
its surroundings and warn the user of 
obstacles. The drone may also come 
to a stop if an obstacle is too close, 
mitigating the possibility of collision. 

The algorithm that DJI uses is 
called optical flow, which aids the 
drone in being able to map the sur-
roundings during cameras or flow 
sensors There are many existing algo-
rithms for optical flow, and McGuire et 
al. presented one of them, Edge-FS, 
as a robust velocity estimation algo-
rithm. The algorithm was proven to 
be efficient enough so that it can be 
run on a pocket-sized drone with 
limited computing power. Essential-
ly, the algorithm analyzes the image 
from two points: t = k and t = k - n, 
where t = k represents displacement 
at time 0 and t = k – n accounts for 
motion after the beginning. The algo-
rithm first analyzes the images, and 
then matches the images with certain 
visual cues. With the calculated phys-
ical displacement and the measured 
time displacement (n), velocity can 

be derived. This algorithm applies to 
obstacle detection as well. With the 
aid of optical flow, a basic control 
model with four states can accom-
plish automatic obstacle avoidance. 
The quadcopter begins with “check 
mode”, in order to determine whether 
or not there are obstacles in the way, 
and the quadcopter will then switch 
to “move mode”, in which the drone 
moves with a certain velocity. When 
obstructions are detected within a 
certain range, the quadcopter will in-
stantly come to a stop and turn a cer-
tain number of degrees to avoid the 
obstacle. If the obstruction is cleared, 
then the quadcopter will resume 
moving forward.

The optical flow system can also 
be applied to target tracking, obsta-
cle detection, and avoidance. The 
Phantom 4 series fully utilizes optical 
flow and, using two arrays of sensors 
on board separate from the camera, 
target tracking and obstacle avoid-
ance can all be accomplished. Ad-
ditionally, users can now command 
the drone to fly to a certain place au-
tomatically, or track a certain object 
with optical flow. 

In conclusion, this article pres-
ents two methods of drone nav-
igation and obstacle avoidance: 
GPS navigation, and optical flow 
system. GPS navigation is an old 
way to navigate, and it presents 
problems such as crashing be-
cause of its inflexibility. The ap-
pearance of optical flow efficiently 
solves the problems of navigation, 
and it allows for more possibilities, 
including object tracking and de-
tection. Through future research, 
the accuracy of both GPS navi-
gation and optical flow can be im-
proved, making it safer and easier 
for drones to fly. •
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by IMAD RIZVI ’18

Although cancer is still the second 
leading cause of death in the US, 
cancer-related deaths have been 
steadily decreasing over the past few 
decades with the help of preventa-
tive care options that identify can-
cers early when they are easier to 
remove and therefore cure. A recent 
study from the University of Michigan 
shows how an engineered scaffold 
inserted under the skin can offer a 
new preventative option to detect 
cancers and slow their development. 

The small device takes advantage 
of interactions between an organ-
ism’s immune system and the can-
cer. Cancer can be attracted to var-
ious beacons of immune cells once 
the cancer has taken over certain 
parts of the body. When the engi-
neered device is inserted under the 
skin, immune cells naturally gather 
in the area and around the scaffold, 
as they do not recognize the implant 
as part of the body. Cancer cells are 
then attracted to the area. Medical 
imaging reveals when the cancer 
cells have localized in the scaffold, 
and the device can then be removed 
to study the colonies. 

Scientists can examine these 
cancer cells to create a response 
that is precise and specific to the pa-
tient. Not only does this device allow 
scientists to study the cancer cells, 
but it also slows the spread of cancer 

around the body. 
In a mouse model, 
researchers at the 
University of Mich-
igan found that 
after 5 days, can-
cer cells had been attracted to the 
device, yet none had spread to the 
lung, liver or brain. After 15 days, the 
study showed that there were 64% 
fewer cancer cells in the liver and 
75% fewer in the brains of the mice 
tested. The results showed the po-
tential for the engineered scaffold to 
slow the progression of cancer and 
limit its spread to critical areas of the 
body, which is where it can wreak 
the most havoc.

This new innovation offers many 
potential uses that can help the fu-
ture of cancer treatment. For many 
patients, cancer is discovered late 
on when it has already spread to 
different areas of the body, mak-
ing it difficult to treat. Preventative 
screening — being able to detect 
cancer before it spreads throughout 
the body — is a priority for doctors. 
Since the device has minimal neg-
ative impacts and attracts any can-
cer cells that may be in the body, it 
offers a solution for finding cancers 

early on in their development. The 
device could be used for patients 
with a family history that predispos-
es them to certain forms of cancer 
or for monitoring patients who no 
longer suffer from cancer and mak-
ing sure it does not return. For breast 
cancer specifically, which is difficult 
to detect until it has spread to other 
parts of the body, the device offers a 
solution to a critical condition affect-
ing millions around the world. 

This engineered implant may not 
offer a cure for any types of cancer, 
but it is still a major innovation be-
cause of the potential it has in de-
tecting and slowing the spread of the 
disease. As the device is made from 
FDA-approved material, the technol-
ogy is still not ready for human use 
and is currently undergoing more 
tests to ensure its safety. When it 
is approved, the device could have 
the potential to save thousands of 
lives by catching cancer before it be-
comes too difficult to cure. •

NANOTECH SCAFFOLDS
BUILDING THE BODY’S DEFENSES 
AGAINST CANCER

Conceptual illustration 
of implantable sponge-

like device attracts 
cancer cells from the 

bloodstream.
University of Michigan.
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Trump Rocks Relationship Between 
Government and STEM: A Timeline
by ELYSE CORNWALL ’18

Although cancer is still the sec-
onThough STEM did not constitute 
a major part of President Donald 
Trump’s platform during the elec-
tion, he has initiated profound and 
widespread change in the way the 
federal government approach-
es STEM topics. With his “Amer-
ica First” focus, President Trump 
aims to overhaul the components 
of Obama’s environmental lega-
cy that his administration deems 
harmful and unnecessary through 
reorganizing various national STEM 
organizations such as the Environ-
mental Protection Agency (EPA), 
the National Aeronautics and Space 
Administration (NASA), and the De-
partment of Energy (DOE). 

The extent to which climate 
change solutions and research will 
be inhibited depends on how ef-
fectively Trump can unravel his pre-
cursors’ environmental policies. For 
both those hopeful for and unsettled 
by the changes that Trump and his 
STEM policies will bring, this piece 
offers a detailed timeline of the var-
ious actions President Trump has 
taken regarding STEM thus far. 

President Trump appoints Rick 
Perry as Secretary of Energy. A pro-
ponent of local fossil fuel extraction, 
the former governor of Texas holds 
beliefs consistent with Trump’s 
mission to take advantage of all 
resources on (or under) American 
soil. As the possible head of DOE, 
Perry’s mission contrasts heavily 

with those of the climate change 
and clean energy programs that 
the DOE enforced during the Bush 
and Obama administration. In fact, 
Perry had previously proposed that 
the Energy Department, while under 
the Obama Administration, be dis-
assembled.  

On the first day of Trump’s pres-
idency, the White House website 
announced that Obama’s Climate 
Action Plan would be dismantled, 
shifting the DOE’s focus away from 
alternative energy and climate 
change research. A statement is-
sued on the White House Website 
contends that this new energy pol-
icy will create jobs, raise salaries, 
and boost the national economy. 
This announcement is consis-
tent with Trump’s view that global 
warming was “created by and for 
the Chinese in order to make U.S. 
manufacturing non-competitive.” 
By removing the energy and emis-
sion regulations that were previ-
ously characteristic of the DOE, the 
Trump Administration will have ac-
cess to national shale, oil, and nat-
ural gas resources that Obama’s 
Climate Action Plan protected.  

Over 800 scientists and re-
searchers express their concerns 
about the environmental impact 
of the “America First” plan in an 
open letter addressed to President 
Trump. The writers outline six im-
portant steps pertaining to climate 
change that might aid in, “this na-
tion’s efforts to tackle this crisis.” 
While an online petition in sup-

port of the letter has secured over 
128,000 signatures, the scientific 
argument that the letter propos-
es has received no response from 
Trump’s administration.  

The Trump administration pro-
poses to concentrate more of NA-
SA’s budget into deep space explo-
ration, and consequently, decrease 
funding for the Earth Science De-
partment. Satellites for NASA’s 
Earth science research monitor 
global temperatures, clouds, and 
ice. President Trump’s senior ad-
viser on space policy, Bob Walker, 
described the publication of these 
reports as “politically correct en-
vironmental monitoring,” as they 
produced information that sup-
ported global warming. Dr. Law-
rence Krauss, theoretical physicist, 
expressed his fears of President 
Trump’s plans in an article called 
“Donald Trump’s War on Science,” 
stating, “Science is the one domain 
in human life where bias and preju-
dice are systematically eliminated; 
now those very forces are set to 
undermine the practice of science 
in America.” Krauss argues that 
the Trump Administration’s motiva-
tion to defund this research is an 
attempt to push climate change 
awareness to the backburner. 
Beyond losing access to climate 
trends, Krauss adds, NASA would 
be unable to track extreme weather 
trends from space. Despite dissent 
from Krauss and other experts, 
Trump’s STEM policies currently 
remain fixed. •



by SAM MARKOWITZ ’17

What makes something sound 
beautiful? We can listen to two 
notes played simultaneously 
(called an interval) on the piano, 
and while many of these inter-
vals sound pleasant to the ear, 
others may sound cacophonous. 
These are the notes that make 
you cringe, or those that sound 
like something out of John Cage’s 
music. So what are the differenc-
es among the notes that make 
some intervals mellifluous and 
some not?

We know from physics that 
each of these notes has a certain 
frequency, and for simplicity, we 
will consider only the notes on one 
octave of the piano. In an octave, 
we find only 12 of the infinite num-
ber of possible frequencies. We 
can analyze these intervals to see 
how notes relate to one another. 

First, let’s list some examples 
of beautiful intervals and describe 
the mathematical relationships 
between the notes that compose 
these. If an interval is an octave, 
then one note has double the fre-
quency of the other; the frequen-
cies of perfect fifths are in the ratio 
3/2, perfect fourths in the ratio 4/3. 

Now that we have some exam-
ples to extrapolate from, the next 
question becomes: Which ratios 
sound beautiful, and which inhar-
monious? Our instincts may tell 

us that all ratios with rational num-
bers are harmonious, but this isn’t 
quite the case. An interval whose 
notes have a ratio of 2309⁄3000 
is definitely not harmonious, but 
yet the ratio of the frequencies of 
the notes is rational. The reason 
why the above example does not 
result in a beautiful interval is that 
the pattern of the two overlap-
ping frequencies is too complex 
for the human ear, and as a re-
sult, it does not sound pleasant. 
Conversely, there are intervals 
whose frequency ratios are irra-
tional numbers that are very close 
to simple rational numbers and 
do actually sound pleasant. The 
range of such irrationals is very 
small. However, we shall assume 
that all rational numbers are har-
monious as well as all irrational 
numbers extremely close to ratio-
nal numbers.

 Now, since irrational num-
bers greatly outnumber rational 
numbers, the number of cacopho-
nous intervals greatly outnumbers 
the number of harmonious inter-
vals. This bears a rather strange 
resemblance to a branch of math-
ematics known as measure theo-
ry, the study of sizes in mathemat-
ics. So let us use this connection. 
Suppose we measure the number 
line from 1 to 2. We want to create 
collections—open sets—that en-
compass all of the harmonious ra-
tios resulting in beautiful intervals. 

So what do we do? We could just 
have one big open set going from 
1 to 2, but that would include all of 
the ratios that describe unpleas-
ant intervals. Thus, what we want 
to create is an infinite collection 
of numbers that neglects certain 
groups of numbers. 

We can start by lining up every-
thing that we know is harmonious: 
every single rational number. Let 
us order these simplified numbers 
in order of increasing denomina-
tor such that each appears only 
once: 3⁄2,4⁄3,5⁄3,5⁄4,7⁄4, and so 
forth. We know from geometric 
series that 1/2+1/22 +1/23 + ... 
=1. If we were to represent each 
of our harmonious ratios with a 
distinct element in this series, the 
sum of our open sets would be 
at most 1. However, our open 
sets could still contain all of our 
inharmonious intervals. What we 
do then is create sets that contain 
as many or as few of the inhar-
monious intervals as we want by 
multiplying this equality by some 
n where 0 < n < 1 to have sets 
of sizes n/2,   n/4,   n/8, and so 
forth. For instance, it might be 
reasonable to say that n = .01, 
and so only 1 percent of all possi-
ble intervals would be defined as 
“harmonious.”

 While harmony is certain-
ly one aspect of beauty in music, 
another equally important one is 
melody. Harmony is the term used 
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to describe notes played simulta-
neously in a piece of music, but 
melody describes the sequence 
of notes. So what makes a mel-
ody beautiful? One factor is the 
creation of a pattern, or motif. 
These themes are created, uti-
lized, and explored throughout a 
piece of music. If beauty is a result 
of these patterns, then a piece of 
music without pattern would be 
considered ugly. In order to learn 
more about what makes a melody 
beautiful, we may find ourselves 
asking: How can we create the 
ugliest piece of music possible?

 The goal here is to make no 
part of the song similar to another. 
Therefore, no notes are repeated. 
However, this also means that the 
melody cannot move in the same 
direction for the same amount 
more than once. For instance, if 
there is a note that moves up a 
whole step at the beginning of 
the piece, then we must make 
sure that no other note moves up 
a whole step for the remainder of 
the piece. 

 Before I show how to do 
this, let’s do an experiment. Pick 
a prime number p. It can be any 

prime you want (though I recom-
mend that it be relatively small). 
I will use 5 as an example. Then 
try taking any number, excluding 
1, that is less than that prime and 
find its first p-1 powers. We will use 
the number 3, whose first 4 pow-
ers are 3, 9, 27, 81. Divide each of 
these numbers by your prime and 
leave only the remainders.

In this case, we will divide by 
5, and our remainder sequence 
is 3, 4, 2, 1. Notice that no two 
adjacent notes move in the same 
direction by the same amount as 
any other pair of adjacent notes. 
I would hazard a guess that your 
numbers worked in exactly the 
same fashion. That is because we 
have created something called a 
Costas array. The amazing thing 
about these Costas arrays are that 
we use each number only once, 
and the difference between any 
two adjacent numbers is unique. 

We can apply these numbers 
to notes in regular intervals. For 
instance, a difference of 1 in num-
bers may indicate a half step in 
music. By applying these arrays 
to music, we can create a tru-
ly ugly melody. Lecturer Scott 

Rickard gave a TED Talk discuss-
ing this very topic in addition to 
demonstrating his own piece of 
music based on a size 88 Costas 
array. Rickard also used some-
thing known as a Golomb ruler to 
create irregularity in the rhythm. 
This is an integer line with marks 
at certain positions such that the 
distance between any two marks 
is unique, whether or not the two 
are adjacent. 

Thus, through this brief explo-
ration of the relationship between 
music and mathematics, we are 
able to pinpoint some of the fac-
tors that make music beautiful. 
And to think! This is only a brief 
introduction to the musical appli-
cations of pure mathematics. We 
can also use such mathematical 
concepts to create and observe 
many other fascinating occurrenc-
es in music. •
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We Were in Screaming Color (But Can Colors Speak?) 
Frank Jackson’s Knowledge Argument 

Mary Atwater knows everything there is to know about the color blue, and she has dedicated her life as a 
scientist to understanding everything from why the sky is blue, why Choate’s school colors are blue and yellow, 
or why blue often represents tranquility. This would have been pretty unremarkable—everyone has a niche in-
terest or two, right?—but Mary is completely color blind. She can only see it in black and white. 

However, there was recent innovation in neurosurgery that could repair the broken transmission of signals 
from the cones on her retina to her brain. Mary will soon be able to see the world in stunning color. 

Will she find something knew about the color blue? Or will she find that witnessing what it looks like adds 
nothing to her existing knowledge? 

THOUGHT 

EXPERIMENT

Submit your thoughts to tlee17@choate.edu for a chance to be featured in the next issue!

Selected Answer from Last Issue
Life is but a Dream (so should you row the boat?): Robert Nozick’s Experience Machine

It’s the news of the decade. Scientists have invented a technology called the Experience Machine that would allow you to experience 

your ideal life. The machine is guaranteed to work flawlessly.  In order to sign up to use this machine, you need to go to a lab. You’ll be 
placed in an eternal coma. You’ll never wake up from the coma and interact with the real world ever again, but you are living out your 
wildest dreams. Would you sign up to use this machine?  

No. The Experience Machine, as real as it would feel to 
someone hooked up to it, would still be fake. The idea of 
synthetic experience isn’t what puts me off, rather it’s that from 
the outside looking in, you would know that no matter what the 
person attached to it felt, it would all be fake. 

Personally, I draw a lot of parallels to the old saying, “igno-
rance is bliss.” Would you rather know and be miserable? Or 
would you instead choose to remain unknowing? 

The Experience Machine is ignorance. To choose the Expe-
rience Machine is to choose to remain in the dark. While bliss-

ful, it’s still ignorance—it’s still fake. As a person who would be 
offered this choice, I would never be able to choose an eternal 
coma and a life of limitless make-believe. 

Despite the fact that, were I to use the Experience Machine, 
I would neither know about the choice I’d made nor that the 
world I was experiencing was fake, I would find myself unable 
to choose willful ignorance.  

Even if the truth hurts—even if reality hurts—it’s real. 

-Eilidh Dunsmore ’19


